Smoothing-Based Estimation of an Inspector Satellite Trajectory Relative to a Passive Object
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Abstract—This paper presents a method of obtaining the maximum a posteriori estimate of an inspector satellite’s trajectory about an unknown tumbling target while on-orbit. An inspector equipped with radar or a 3D visual sensor (such as LiDAR or stereo cameras), an inertial measurement unit, and a star tracker is used to obtain measurements of range and bearing to the target’s centroid, angular velocity, acceleration, and orientation in the inertial frame. A smoothing-based trajectory estimation scheme is presented that makes use of all the input sensor data to estimate the inspector’s trajectory. Open-source incremental smoothing and mapping (iSAM2) software is used to implement the smoothing-based trajectory estimation algorithm; this facilitates computationally efficient evaluation of the entire trajectory, which can be performed incrementally, and in real time on a computer capable of processing 3D visual sensor data in real time. The presented algorithm was tested on data obtained in 6 degree-of-freedom microgravity using the SPHERES-VERTIGO robotic test platform on the International Space Station (ISS). In these tests, a SPHERES inspector satellite with attached stereo cameras circumnavigated a passive SPHERES target satellite, making visual observations of it. The results of these tests demonstrate accurate estimation of the inspector satellite’s trajectory.
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1. INTRODUCTION

Many resident space objects, such as orbital debris, defunct satellites, and natural objects like asteroids and comets, are of unknown appearance, uncooperative, and tumbling. There are several reasons to want to visit these resident space objects with an inspector satellite: to deorbit or deflect dangerous debris; to inspect and/or repair defunct satellites; or to make scientific observations of natural objects. Unmanned autonomous inspector satellites have been proposed by numerous organizations to perform these tasks [1], [2], [3], [4], [5], [6]. After performing orbital rendezvous with the resident space object (referred to as “the target” herein), a mission designed to accomplish these objectives would involve one or more of the proximity operation phases below [2]:

1. Observing and planning, during which the inspector satellite maintains a safe distance from the target, acquiring information about it and planning its next steps.
2. Final approach of the inspector toward the desired docking or grasping location on the target.
3. Docking to or capture of the target satellite.
4. Stabilization of the potentially tumbling target through application of external torques.

For missions whose sole objective is to inspect the target from a distance, only Phase 1 would be executed. For missions seeking samples from the target, Phases 1-3 would be executed before detaching and returning to Earth. For missions intending to deorbit, deflect or repair the target, Phases 1-4 would be required. The separate phases of proximity operations are illustrated in Figure 1.

The research described herein focuses on algorithms for Phase 1, where the inspector satellite maintains a safe distance from the target, acquiring information about it and planning its next steps. The broader objective of this research is to obtain a sufficiently detailed and accurate estimate of the target’s structure and dynamics to serve as a platform to plan and execute the objectives of Phases 2-4. For successful execution of these phases, several pieces of information are required. Firstly, the time history of the inspector’s pose is needed in order to disambiguate the motion of the inspector from that of the target. Secondly, a 3D visual map of the target sufficient to determine the relative pose between the inspector and the target is needed. Thirdly, estimation of the target’s rotational motion and dynamic properties is required to predict the motion of the target through Phases 2-4. This paper focuses on the first of these three objectives, although development of algorithms for the second and third objectives is ongoing at the MIT Space Systems Laboratory.

Two critical insights drive the approach taken to recover the trajectory estimation approach taken in this paper. Firstly, the target object has a rotational motion that is unknown a priori, meaning that the estimation scheme must never depend on an assumption of known target orientation. This excludes...
Figure 1. Overview of concept of operations for proximity operations. This paper focuses on Phase 1: Observe and plan.

approaches such as visual odometry that purely use visual observations of the target. Working within these constraints, the approach presented herein treats the target as a single point, obtaining only a range and bearing measurement to its approximate geometric centroid. The remaining degrees of freedom in the problem are resolved using a star tracker to measure absolute orientation. Secondly, in future work, the estimate of inspector trajectory will subsequently (or simultaneously) be used in mapping and motion estimation of the target. This means that the approach used herein must facilitate the mapping of the target, where associating temporally separated measurements of the same location improves mapping accuracy (so called “loop closure”). In terrestrial simultaneous localization and mapping (SLAM), similar challenges have led to the widespread adoption of batch smoothing-based approaches over traditional recursive filtering. The approach presented herein draws on efficient incremental smoothing and mapping (iSAM2) methods [7] developed in the terrestrial SLAM community to implement a smoothing-based method of estimating the inspector trajectory.

This paper will overview background and related work in Section 2, detail the approach taken in Section 3, discuss the results in Section 4, and conclude in Section 5.

2. BACKGROUND AND RELATED WORK

Resident Space Objects

The evolution of tracked man-made objects in space from the beginning of the space age is shown in Figure 2. Only 6% (slightly above 1000) of the tracked objects are operational spacecraft, 30% are non-operational but intact objects, and the remaining 64% are fragments [8]. Thus 94% of man-made objects in space are not actively controlled, and undergo entirely passive motion, as is assumed of the target herein.

Satellite Inspection and Servicing—Missions to defunct, non-operational, but intact satellites, typically aim to restore their previous functionality by repairing, refueling, or reboosting them. Of 2431 orbital payloads launched from 1981-2000, 190 experienced on-orbit failures [1]; many of these failures could have indeed been remedied by servicing if the required systems were available [9]. Because of the high cost of these failures, robotic on-orbit servicing has been thoroughly pursued [2]. Although autonomous satellite servicing has not yet been performed on an uncooperative satellite [10], it has been investigated with demonstration missions of increasing complexity, and useful missions to defunct satellites may soon be possible.

JAXA’s ETS-VII successfully demonstrated the automated undocking, station keeping, and redocking of two cooperative satellites in 1998 [11]. The XSS-10 maneuverable satellite was launched in 2003, performing a circumnavigation of its expended Delta II second stage [12]. The follow-on mission XSS-11 was launched in 2005 and performed at least 75 natural motion circumnavigations of its expended Minotaur I rocket’s upper stage [13]. The Orbital Express mission in 2007 demonstrated “short range and long range autonomous rendezvous, capture and berthing, on-orbit electronics upgrades, on-orbit refueling, and autonomous fly-around visual inspection” of a cooperative target satellite [14]. The NASA Satellite Servicing Capabilities Office (SSCO) is enabling satellite servicing in LEO or GEO for satellites not originally designed for servicing. Raven, an SSCO project scheduled for a 2016 launch, will use a visible camera, an infrared camera, and a flash LiDAR (a Light Detection And Ranging instrument) to determine the relative poses of incoming and outgoing vehicles visiting the ISS [15]. SSCO’s planned Restore-L mission aims to refuel Landsat 7, an on-orbit satellite, near the end of its planned operations in 2020 [16]. Orbital ATK also plans to offer mission extension services for

Figure 2. Space objects > 10cm in size tracked by the US Space Surveillance Network (SSN) [8].
satellites nearing their end of life using their Gemini bus as a servicing platform [4].

*Space Debris*—For orbital debris, the primary driver for proximity operations is to either deflect it or capture and deorbit it. Since orbital velocities are extremely high (e.g. \( \sim 7.8 \text{ km/s in LEO} \)), collisions with even small pieces of orbital debris can endanger robotic and manned missions. Large orbital debris, such as the 11% of space debris comprised by intact upper rocket stages [8], can collide with other debris, exacerbating the problem, and thus has been an early target for removal [17].

The European Space Agency (ESA) is pursuing the capture and deorbit of debris using nets, tethers, harpoons, and ion-beam shepherding [18], and has recently approved an active debris removal mission called e.deorbit, projected to be launched in 2023 [6]. A Singapore-based satellite services company called Astroscale is also planning on providing commercial space debris removal services using its 90 kg ADRAS 1 satellite [5].

*Natural Objects*—For natural objects, such as asteroids or comets, proximity operations are typically undertaken to make scientific observations or to take scientific samples of the surface. Missions such as Hayabusa, Dawn, and Rosetta all travelled into orbit around an asteroid or comet. There has also been recent interest in near-Earth asteroids by companies such as Planetary Resources, since many are rich in precious metals, and harbor water that could be used to make rocket propellant outside of the Earth’s gravity well [19].

*Relative Navigation*

Spacecraft capable of proximity operations typically possess a range and bearing sensor for use with a cooperative or uncooperative target. For this purpose, the Gemini and Apollo missions used radar, the space shuttle missions used radar and a laser rangefinder, and the Soyuz missions used arrays of antennas [11]. The target was cooperative in all of these manned missions. JAXA’s ETS-VII and Orbital Express used laser ranging with retroreflectors, and XSS-11 used LiDAR [11]. Of these robotic missions, the target was cooperative in all but XSS-11; however, XSS-11 served only as an inspector and did not dock with its targets.

Recent work using similar sensors to those required in this paper has focused on filtering approaches. Woffinden and Gellar outline a technique for performing angles-only navigation using an extended Kalman filtering approach [20]. In their method, a monocular camera is used to measure bearing (from position in the image) and range (from the size of the target in the image) to the target. Barbee et al. [21] simulated estimation of an inspector’s trajectory using a navigation filter for the various phases of rendezvous with a noncooperative target using a range and bearing sensor on the inspector satellite.

Although the authors are not familiar with any orbital systems that have used smoothing in place of filtering, Steiner et al. [22] demonstrated the use of incremental smoothing approaches for terrain relative navigation of landing spacecraft.

*Smoothing-Based Estimation*

Smoothing-based estimation is a batch method of estimation which attempts to find the *maximum a posteriori* estimate of a set of random variables \( \Theta \). This is accomplished by finding optimal values \( \Theta^* \) that maximize the joint probability of \( \Theta \) and the noisy measurements \( Z \). Sometimes a set of commanded control inputs \( U \) is also included to parametrize the problem; herein these control inputs are treated as random variables with low covariance. Thus the smoothing-based estimation problem can be defined as finding the optimal vector \( \Theta^* \).

\[
\Theta^* = \arg \max_{\Theta} P(\Theta, Z, U) \\
= \arg \max_{\Theta} P(Z, U | \Theta) P(\Theta) 
\]  

(1)

Assuming that each measurement is Gaussian, and using the monotonic natural logarithm function, this problem can be reduced to the problem of minimizing the sum of several probabilistic factors [23], [7]:

\[
\Theta^* \approx \arg \min_{\Theta} -\log(P(Z, U | \Theta) P(\Theta)) \\
= \arg \min_{\Theta} \frac{1}{2} \sum_{i} \| h(\theta_i) - z_i \|^2_{\Sigma_i} 
\]  

(2)

where \( h(\theta_i) \) denotes the measurement model as a function of a subset of \( \Theta \), \( z_i \) is the measurement value, \( \Sigma_i \) is the measurement’s covariance, and \( \| e \|^2_{\Sigma} \equiv e^T \Sigma^{-1} e \) is the Mahalanobis distance from the exponent of a multivariate Gaussian distribution.

Using this framework, several Gaussian measurements can be incorporated so long as there exists a measurement model \( h \) in terms of the variables \( \Theta \) and an estimate of the measurement covariance \( \Sigma_i \). Gaussian prior belief can also be incorporated using the simple measurement model \( h(\theta_i) = \theta_i \). For real-world problems, the resultant optimization problem is typically a large nonlinear, non-convex problem. The state-of-the-art incremental smoothing and mapping technique (iSAM2) exploits the structure and sparsity of the problem to obtain efficient solutions which can often be computed in real time [7]. The open source GTSAM software, which implements iSAM2, is used for smoothing-based estimation in this paper.

*Rotation Parameterization*

Herein, rotation matrices are defined by how they change the frame in which a vector is expressed: i.e. \( B^t = B R^t A^t \). Rotation in three dimensions lives on a manifold called the rotation group \( \text{SO}(3) \) and has only three degrees of freedom. Although three parameter representations will always contain a singularity, they are commonly used for representing uncertainty and performing optimization near the identity rotation. For these applications, the exponential map can be used to map from rotation matrices to angle-axis vectors (\( \text{SO}(3) \Rightarrow \text{so}(3) \)) and logarithmic maps can be used to map angle-axis vectors to rotation matrices (\( \text{so}(3) \Rightarrow \text{SO}(3) \)), where \( \text{so}(3) \) is a subspace of \( \mathbb{R}^3 \) inside the ball of radius \( \pi \). Defining \( \theta \in \text{so}(3) \) to be a vector in the direction of the rotation axis, with a magnitude \( \theta \) equal to the rotation angle in radians, the
mappings are defined as follows:

\[
\theta^\wedge = \begin{bmatrix}
0 & -\theta_3 & \theta_2 \\
\theta_3 & 0 & -\theta_1 \\
-\theta_2 & \theta_1 & 0
\end{bmatrix} = -[\theta^\wedge]^T \tag{3}
\]

\[
R = \exp(\theta^\wedge) = I_3 + \frac{\sin(\theta)}{\theta} \theta^\wedge + \frac{1 - \cos(\theta)}{\theta^2} \left[\theta^\wedge\right]^2 \tag{4}
\]

\[
\theta = [\theta^\wedge]^\vee = \log(R)^\vee = \frac{\theta}{2 \sin(\theta)} (R - R^T)^\vee \tag{5}
\]

\[
\theta = \arccos\left(\frac{\text{tr}(R) - 1}{2}\right) \tag{6}
\]

**SPHERES-VERTIGO Test Platform**

The algorithm described in this paper has been tested using data from the SPHERES (Synchronized Position Hold Engage Reorient Experimental Satellites) test platform. The SPHERES facility for guidance, navigation and control (GNC) testing consists of a set of hardware and software tools developed for the maturation of metrology, control, and autonomy algorithms. Three SPHERES satellites are currently aboard the ISS. VERTIGO (Visual Estimation for Relative Tracking and Inspection of Generic Objects) is a hardware upgrade to the SPHERES satellites that enables vision-based navigation research (see Figure 3). Attached to the SPHERES expansion port, VERTIGO includes stereoscopic cameras, an embedded Linux computer, and associated software libraries and drivers. The VERTIGO computer shares telemetry and control data with the SPHERES satellite and is fully integrated in the GNC and autonomous decision making. Two VERTIGO units are currently aboard the ISS. More details of the SPHERES-VERTIGO test platform can be found in [24].

### 3. APPROACH

The objective of this paper is to recover the maximum a posteriori estimate for the full 6-DOF trajectory of the inspector satellite. Specifically, this involves solving for the most probable time sequence of the state vector \( \mathbf{x} \) over a sequence of time intervals \( I = \{0, 1, ..., T\} \):

\[
\mathbf{x}_I = \left\{ W^t \mathbf{r}, W^t \mathbf{R}, W^t \mathbf{v}, \mathbf{b}^g, \mathbf{b}^a \right\}_I \quad \mathbf{x} \in \{ \mathbb{R}^3, \text{SO}(3), \mathbb{R}^3, \mathbb{R}^3, \mathbb{R}^3 \} \tag{7}
\]

where \( W^t \mathbf{r} \) is the position of the inspector center of mass in the world frame, \( W^t \mathbf{R} \) is the rotation matrix that resolves vectors from the inspector body frame \( B \) to the world frame \( W \) (i.e., \( W^t \mathbf{t} = W^t \mathbf{R} B^t \)), \( W^t \mathbf{v} \) is the velocity of the inspector center of mass in the world frame \( W \), \( \mathbf{b}^g \) is the gyroscope bias, and \( \mathbf{b}^a \) is the acceleration bias.

To determine the full 6-DOF trajectory of the inspector satellite, a smoothing-based estimation approach is adopted. This section will discuss the required measurements from the inspector satellite, the choice of coordinate frames, the smoothing-based formulation of the problem, its observability, implementation details, and the experimental design.

**Required Measurements**

In order to use the methodology herein to determine the relative trajectory of an inspector satellite about a target object, a minimum set of measurements are required. The first is a measurement of range and bearing from the inspector to the target’s approximate centroid. This can be fulfilled by using an averaged depth from radar, LiDAR, or stereo cameras. The second is a measurement of orientation of the inspector in the inertial frame. This can be fulfilled by using star tracker measurements.

Although not critical for making the trajectory observable, adding an independent internal measure of motion increases the accuracy, reliability, and real-time availability of the state information. For rotation, this role can be filled by onboard gyroscopes. For translation, this role can be filled by a combination of commanded forces and relative orbital dynamics models.

Thus the following time series of measurements and control inputs are required:

\[
\mathbf{Z} = \left\{ \mathbf{Z}^r, \mathbf{Z}^b, \mathbf{Z}^s, \mathbf{Z}^g, \mathbf{Z}^a \right\} \quad \mathbf{U} = \left\{ \mathbf{u}^f \right\} \tag{8}
\]

where \( \mathbf{Z}^r \) are range measurements, \( \mathbf{Z}^b \) are bearing measurements, \( \mathbf{Z}^s \) are star tracker measurements, \( \mathbf{Z}^g \) are gyroscope measurements, \( \mathbf{Z}^a \) are acceleration measurements, and \( \mathbf{u}^f \) are the commanded forces on the inspector.

Autonomous inspector satellites capable of rendezvous and docking with an uncooperative target will typically have the sensors required to fulfil these measurement requirements. The measurements are visualized in Figure 4.

---

**Figure 3.** (Top) The major components of the SPHERES-VERTIGO test platform. (Bottom) SPHERES-VERTIGO in operation on the ISS.
Coordinate Frames

A local world coordinate frame $W$ is defined as having its origin at fixed the target’s center of mass, but axes aligned rotationally with inertial space. This means that range and bearing measurements of the target’s geometric centroid are approximate range and bearing measurements of the origin of $W$. It also means that the range and bearing measurements can be assumed to have a Gaussian noise with covariance $\Sigma_r$, and can be applied to the optimization problem as a factor $\rho^r$ as follows:

$$
P(z^r | W r, W R) \sim \mathcal{N}(z^r, \Sigma_r), \quad z^r \in \mathbb{R}$$

$$
\rho^r = \left| \left| W r + W R B_r B_C - z^r \right| \right|^2_{\Sigma_r} \tag{9}
$$

where $B_r B_C$ is the known body to visual sensor distance in the body frame $B$.

Similarly, the bearing is the direction to the world origin from the inspector’s visual sensor. It has two degrees of freedom and is represented by a unit vector. The evaluation of error is performed in the $\mathbb{R}^2$ tangent space of the unit sphere, as shown in Figure 6. Here, the tangent space (tangent plane) is defined locally about the predicted bearing value $\hat{p}_1$ by heuristically chosen basis vectors $b_1$ and $b_2$. The bearing error $e_b \in \mathbb{R}^2$ between the current estimate $\hat{p}_1$ and measured value $\hat{p}_2$ is defined as the arc length $s$ in the plane of the angular error. It can be found as follows:

$$
e_b(\hat{p}_1, \hat{p}_2) = \left[ \begin{array}{c} b_1^T \\ b_2^T \end{array} \right] s \hat{a} = \left[ \begin{array}{c} b_1^T \\ b_2^T \end{array} \right] \theta \hat{a} = \left[ \begin{array}{c} b_1^T \\ b_2^T \end{array} \right] \theta \frac{a}{|a|}
$$

$$
= \left[ \begin{array}{c} b_1^T \\ b_2^T \end{array} \right] \arccos(\hat{p}_1 \cdot \hat{p}_2) \frac{\hat{p}_2 - (\hat{p}_1 \cdot \hat{p}_2) \hat{p}_1}{\sqrt{1 - (\hat{p}_1 \cdot \hat{p}_2)^2}} \tag{10}
$$

where $s = \theta$ since $\hat{p}_1$ and $\hat{p}_2$ are unit vectors. The bearing measurement $z^b = C r_{ChW} / \|C r_{ChW}\|$ can be assumed to have a Gaussian noise with covariance $\Sigma_b$, and can be applied to the optimization problem as a factor $\rho^b$ as follows:

$$
P(z^b | W r, B_r) \sim \mathcal{N}(z^b, \Sigma_b), \quad z^b \in S^2$$

$$
\rho^b = \left| e_b \left( -\frac{C B_R (B_W R + B_r B_C)}{\|B_W R + B_r B_C\|}, z^b \right) \right|^2_{\Sigma_b} \tag{11}
$$

where $B_r R$ is the known rotation from body frame $B$ to camera frame $C$.

A variable $W r_t$ may be introduced to represent the position of the target’s center of mass. A prior belief $\phi_{r_t}$ with a very low covariance is placed on the position of this “landmark.” Nominally, the mean is set to $W r_t = [0 \ 0 \ 0]^T$ (as described above), but when convenient this location can be shifted.
In this case, the expected range and bearing measurements described above must be modified to appropriately consider this shift.

**Star Tracker Factor**—Star tracker measurements give a direct measurement of the inspector’s orientation in the world frame. The measurement \( z^\Sigma = W_B^T R \) is assumed to have Gaussian noise and can be applied directly as a partial factor \( \sigma \) to the orientation component \( W_B^T R \) of the inspector’s state \( x \). The covariance of this measurement \( \Sigma_x \) is determined by the accuracy of the star-tracker. Note that the logarithmic map described in Section 2 is used to reduce the difference in orientation to its three parameter representation. The partial factor \( \sigma \) can then be defined as follows.

\[
P \left( z^x \mid W_B^T R \right) \sim \mathcal{N} \left( z^x, \Sigma_x \right), \quad z^x \in \text{SO}(3)
\]

\[
\sigma = \left\| \log \left( (z^x)^T W_B^T R \right)^\vee \right\|_2^2
\]

(12)

**Initial State Prior Factor**—A prior belief is applied to the initial state. In practice, this will be provided at the hand-off between a long range estimation scheme and that described herein. Here, the “measurement” \( z^{x_0} = x_0 \) is the state estimate at hand-off, which can be assumed to have Gaussian uncertainty with covariance \( \Sigma_{x_0} \), and can be applied as a factor \( \phi_{x_0} \) as follows:

\[
P \left( z^{x_0} = x_0 \right) \sim \mathcal{N} \left( z^{x_0}, \Sigma_{x_0} \right), \quad x_0 \in \{ \mathbb{R}^3, \text{SO}(3), \mathbb{R}^3, \mathbb{R}^3, \mathbb{R}^3 \}
\]

\[
\phi_{x_0} = \left\| x_0 \ominus z^{x_0} \right\|_2^2
\]

(13)

where \( x_a \ominus x_b \) indicates vector subtraction for all vector space components of state and \( \log( R_a^T R_b) \) for the SO(3) component (i.e. body orientation).

**Inertial Odometry Factor**—The preintegrated inertial odometry factor, described in Forster et al. [25], was designed to summarize a batch of IMU readings. It provides an estimate of body motion as well as Jacobians expressing the sensitivity of this estimate to changes in navigation state estimates at the beginning and end of the measurement batch. Although the factor was intended to accept gyroscope and accelerometer inputs and operate in the influence of Earth’s gravity field, the mathematics and open source implementation accept any valid angular rate and acceleration measurements in any desired gravity field. Herein, gyroscope measurements are used for the angular rate measurements, the gravitational field strength is set to zero, and thruster forces \( u^T \) divided by vehicle mass \( m \) are used in lieu of accelerometer measurements. Although not performed herein, the incorporation of accelerations from relative orbital dynamics could be performed using this framework. The noise on these acceleration “measurements” is small and based on expected thruster force variation. The navigation state in [25] is identical to that in Equation 7. However, the acceleration bias \( b^T \) has a different interpretation herein than in [25]. In [25], it represents biases in the accelerometer. Herein, when a thruster-only model is used, it represents systematic directional biases in thruster force. The mathematics behind this factor are complex, and the interested reader is referred to Forster et al. [25] for the details. In summary, a batch of angular rate and acceleration “measurements” \( \{ z^g = \dot{\theta}^w, z^a = u^T / m \} \) in the interval of interest from timestep \( i \) to timestep \( j \) has a probability of occurring that can be assumed to be Gaussian with covariance \( \Sigma_{gg} \), and can be applied to the optimization problem as a factor \( \psi \) as follows:

\[
P \left( \int_{t_i}^{t_j} \{ z^g, z^a \} \, dt \mid x_i, x_j \right) \sim \mathcal{N} \left( \int_{t_i}^{t_j} \{ z^g, z^a \} \, dt, \Sigma_{gg} \right)
\]

\[
\psi = \left\| \Delta x_{i,j} \ominus \int_{t_i}^{t_j} \{ z^g, z^a \} \, dt \right\|_2^2 \Sigma_{gg}^{-1}
\]

(14)

where \( \int_{t_i}^{t_j} \{ z^g, z^a \} \, dt \) and \( \Delta x_{i,j} = x_j \ominus x_i \) are the measured (from preintegrated measurements) and the predicted (from current state estimates) changes in navigation state respectively.

**Complete Factor Graph**—With each factor defined, it is possible to create a graphical representation of the joint probability distribution called a factor graph (Figure 7). Here, the circular nodes represent the random variables to be solved for: a sequence of states \( x_T \). The square nodes represent the probabilistic factors \( \rho, \sigma, \phi_{x_0}, \phi_{\Sigma_{x_0}} \) and \( \psi \) described above. Edges are drawn between factors and the variables on which they conditionally depend, providing an illustration the probability distribution’s structure. Herein it is assumed that range and bearing measurements and star tracker measurements arrive with a much lower frequency than the measurement frequency of the IMU. Preintegrated IMU measurements can then connect adjacent states. In the illustrated factor graph, star tracker and range and bearing measurements are applied concurrently, but it is valid to apply one at a time if their arrival times are mismatched. It is of no utility to create a state variable node without a connected star tracker or range and bearing factor unless a state estimate is required between arrival times. It is of no utility to create a state variable node without a connected star tracker or range and bearing factor unless a state estimate is required between arrival times. Ultimately, the creation of variable nodes and application of factors is at the user’s discretion; the factor graph shown is representative of the approach taken in this paper.

**Observability**

The observability of this problem can be seen intuitively, and so an explanation is provided here in lieu of a formal proof (see also Figure 8). A measurement of range between the inspector and the target restricts the location of the inspector to a sphere around the target. The star tracker measurement of orientation then restricts the three rotational degrees of freedom of the inspector; however, the inspector can still reside at any point on the sphere. The remaining two degrees of freedom are restricted by the bearing measurement to the target, which places the inspector satellite at a specific point on the sphere. The observability of velocity follows from

\[
\text{Figure 6. Evaluation of bearing error between the current estimate } p_1 \text{ and the measured value } p_2 \text{ in the tangent space.}
\]
the time rate of change of position, and the observability of
gyroscope and acceleration biases follows from the accurate
knowledge of position and observability of velocity respec-
tively.

Inertial odometry factor ... \[ \psi \]  Star tracker factor ... \[ \sigma \]
Range & bearing factor .... \[ \rho \]  Prior factor .............. \[ \phi \]

![Factor Graph](image)

**Figure 7.** A factor graph representing the joint probability distribution for the inspector trajectory estimation problem. Circular nodes, representing random variables to be solved for are connected via edges to square nodes, representing probabilistic factors.

**Implementation**

**Range and Bearing Measurements**—To obtain range and bearing measurements, the depth map provided by the 3D sensor is thresholded such that anything beyond a prescribed distance is considered to be part of free space and not the target object. It is assumed that the entire target object lies within the frame, and the remaining measurements are averaged to obtain a range and bearing measurement to a single point. The rate of image acquisition and processing on VERTIGO was approximately 2.34 Hz and an example of the output data from this procedure is shown in Figure 9.

Depth measurements will all be from the inspector-facing side of the target, and therefore are not an exact measurement of the target’s geometric centroid. Typically, these measurements will indicate that the target’s centroid is closer to the inspector than it actually is. In practice, if the distance between the inspector and the target is significantly large compared with the dimensions of the target, the error induced will be small as a percentage of range. However, to mitigate this problem at close range, a range bias term can be added using an approximate expected value based the \textit{a priori} knowledge of the target’s size. On the SPHERES system, this is implemented by approximating the near side of the target SPHERES satellite as a hemispherical shell; in this case the range bias is \( \frac{1}{2} r_s \), where \( r_s \) is the (known) radius of the SPHERES satellite. The range measurement is thus corrected as follows:

\[
z_{corr}^r = r_{CorW} = z^r + \frac{1}{2} r_s \tag{15}\n\]

Note that the mass distribution of the target object may not be known. Thus even a perfect measurement of the geometric centroid may be an inaccurate measurement of the target center of mass for objects with non-uniform density. This effect is ignored herein.

**Star Tracker Measurements**—A star tracker provides measurement of the inspector’s orientation in the rotationally inertial world frame \( W \). For the SPHERES test platform, this world frame is attached to the ISS; five ultrasonic beacons at known locations are typically used within an extended Kalman filter for localization within the test volume [27]. The orientation accuracy of this estimator is \( \sim 3^\circ \) when the satellites remain inside the designated test volume (surrounded by all five beacons). For the test herein, however, the inspector satellite briefly leaves the test volume, and the accuracy of the beacon-provided orientation degrades substantially. To mitigate this problem, a feature-based visual-inertial odometry algorithm was run separately using the same data to obtain a better estimate. For this, the ISS walls provided static background features for use as a reference to the world coordinate frame \( W \). Estimated orientation from this algorithm reflects the motion of the inspector satellite more accurately than the beacon-based method, and is used herein to provide star tracker measurements; the full pose from this method is also used herein as the most accurate available “ground truth”.

![Star Tracker and Bearing](image)

**Figure 8.** The six degrees of freedom of pose are successively restricted by knowledge of the range, orientation (via star tracker), and bearing.

![Depth Map](image)

**Figure 9.** (Left) Grayscale image from the left camera of the VERTIGO stereo vision system. (Right) A depth map — formed from an equalized, subsampled stereo image — thresholded to include only the foreground, with the target centroid shown in green. The depth map was obtained using the \texttt{libelas} open source library [26].
Hand-Off State Measurement—In the SPHERES experiments, the hand-off state measurement required in the initial state prior factor is provided by the state estimate from the onboard SPHERES extended Kalman filter [27]. A generic covariance matrix with the expected covariance is provided, although the current covariance from the extended Kalman filter could also be used.

Angular Rate and Acceleration Measurements—An independent measurement of motion was provided by gyroscopes attached to the inspector satellite and forces commanded to the thrusters. Body-aligned gyroscopes on the inspector SPHERES satellite were read at 1000 Hz by a digital signal processor. Because of communications restrictions between the SPHERES satellite and the VERTIGO Linux computer, 20 temporally adjacent measurements were averaged to provide 50 Hz gyroscopic data to the smoothing-based estimator described herein.

The SPHERES satellites use 12 cold gas fired thrusters for maneuvering; all 12 are connected to the same pressure system. When \( n \) thrusters are open, each thruster provides a thrust force of \( F_{th} = 0.94^{n-1} F_{th} \), where \( F_{th} \) is the thrust force with a single thruster open. If \( u_{th} \) is a 12 \( \times \) 1 vector with values of 1 for open thrusters and values of 0 for closed thrusters, then the commanded body force \( u_f \) is given by:

\[
u_f = M_f \left( 0.94^{n_{th} - 1} u_{th} \right)
\]

where \( M_f \) is the force mixer matrix. The SPHERES satellite sends the thruster on and off times in milliseconds to the VERTIGO Linux computer. These times are used to create one acceleration “measurement” for every gyroscopic measurement (i.e. at a rate of 50 Hz). Batches of angular rate and body force data were collected in between images and input together into the inertial odometry factor.

isAM2 Implementation—The computational machinery required to implement the smoothing-based estimation algorithm herein was mostly available in the Georgia Tech Smoothing and Mapping C++ package (GTSAM 4.0) [28]. The centroid of the target was input as a Point3 object located at its commanded coordinates (generically, this should be set as the origin). The built-in BearingRangeFactor was modified slightly to accept a transform between the body and the sensor pose, resulting in the upgraded factor BearingRangeFactorWithTransform. The PoseRotationPrior factor was used to apply the star tracker measurement to the orientation component of the inspector’s pose. The pose \( \{ W R, W t_{W o R} \} \) in the state vector \( x \) was implemented using Pose3, the velocity was implemented using Vector3, and the biases were implemented using imuBias::ConstantBias. The inertial odometry factor was implemented using the CombinedImuFactor, with gravity set to zero and the angular velocity of the world coordinate frame set to accurately reflect the rotation of the ISS every 91.4 minutes from orbital motion (note that in free-space the world coordinate frame would be rotationally fixed to the stars and therefore have zero angular velocity).

Experimental Design

The SPHERES-VERTIGO test platform was used to obtain data for testing the algorithm described herein. One SPHERES satellite without any peripherals was commanded to hold position near the center of the test volume to act as the target object. In certain tests the target was commanded to tumble, and in others it was commanded to maintain a fixed orientation. Another SPHERES satellite, with the attached Linux computer and stereo cameras, was made to circumnavigate the target satellite.

To simulate a representative trajectory for the inspector, a 110 \( \times \) 50 m, 91.4 minute free orbit ellipse was scaled down to a 1.1 \( \times \) 0.55 m, 5 minute free orbit ellipse to fit within the space constraints of the Japanese Experiment Module (JEM), and time constraints of a test session. The position of the center of mass was commanded to follow this trajectory using a PD controller together with localization from the SPHERES ultrasonic beacon system and onboard extended Kalman filter. In making the best use of the available space in the JEM, the inspector satellite was commanded to go slightly outside the test volume where the performance of ultrasonic beacon localization degrades. All firing times of the thrusters were recorded as part of the experiment. The effects of actual orbital dynamics onboard the ISS were ignored in this experiment (except for the angular velocity of the world frame) because of its short duration and the negligible impact of these effects compared to other significant disturbances such as airflow.

The orientation of the inspector was controlled using the visual measurements of bearing. Here, proportional orientation control was used to keep the centroid of the target in the center of the field of view of the cameras, while a differential term damped the applied torque based on the inspector’s body angular rates.

The algorithm presented in this paper was not complete at the time of testing, so the test session was used to collect data for the offline processing presented herein.

4. RESULTS AND DISCUSSION

The data presented in this section was collected October 11\textsuperscript{th}, 2015 during SPHERES Test Session 74B. Two tests were run executing the program described in Section 3; in one of the tests the target satellite was tumbling, and in one of the tests the target satellite was static. In both tests, the position of the inspector satellite correctly followed the free orbit elliptical trajectory. However, when briefly leaving the test volume, the performance degraded as expected. Orientation control of the inspector was most challenged at the point of closest approach to the target, where the largest slew rate was required. In the case of the tumbling target test, this caused the inspector to lose visual contact with the target at these locations; this is not believed to be a consequence of the fact that the target was tumbling, as the centroid measurements are nearly unaffected by the rotational motion of a SPHERES satellite. As a result, however, the best uninterrupted data was obtained for the static target test; thus analysis of this data is included herein.

Although images were acquired, processed online, and used for control at approximately 2.34 Hz, only every 5\textsuperscript{th} image was used in the data analysis herein, meaning that the temporal spacing between states is approximately 2.14 s. The depth map was thresholded to ignore anything closer than 0.1 m and anything beyond 0.9 m. The target satellite was placed at \( W r_t = [0 0.2 0]^T \) m.
Figure 10. (Left) The ground truth (blue) and final estimated (orange) trajectories of the inspector while it performs an elliptical circumnavigation of the target (green central circle). The trajectories both begin at the green circle on the upper-left. (Right) Error in position, orientation, and velocity for both the final estimate (orange) and the real-time estimate available during the experiment (purple).

Accuracy

When using iSAM2, the batch problem is solved incrementally, meaning that an estimate of the entire trajectory is available in real time. The state estimates were therefore recorded in two ways. Firstly, the best estimate of current state available during the run was stored. This is the result that would be available to the inspector in real time. Secondly, the best estimate of the entire trajectory at the last timestep is recorded. This is the maximum a posteriori estimate of the trajectory, which is useful if mapping is to be performed over the inspection time period. The two series of time estimates are very similar. Figure 10 shows the final estimated poses compared with the visual-inertial odometry “ground truth” (left). The state errors for both the final and real-time results are also shown (right). There is generally reasonable agreement between the results and the “ground truth”, with $< 0.15$ m position error, $< 6^\circ$ orientation error, and $< 0.012$ m/s velocity error. The final and real-time errors are similar throughout the run, and converge at the final timestep when they both estimate the final state with the same set of measurements. The average errors in the trajectories are shown in Table 1.

Table 1. Average errors in position, rotation, and velocity.

<table>
<thead>
<tr>
<th></th>
<th>iSAM2 Final</th>
<th>iSAM2 During</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position [m]</td>
<td>0.0496</td>
<td>0.0507</td>
</tr>
<tr>
<td>Rotation [°]</td>
<td>2.22</td>
<td>2.20</td>
</tr>
<tr>
<td>Velocity [m/s]</td>
<td>0.00284</td>
<td>0.00370</td>
</tr>
</tbody>
</table>

There is one section of the trajectory where a notable error develops. From 185 s to 240 s, the assumption that the target object is completely contained in the field of view of the 3D visual sensor is violated. During this time period, a portion of the target satellite is outside the overlapping field of view area in which depth can be sensed (see Figure 11). When this occurs, the range and bearing measurement is based only on the available depth data, which deviates from the target’s actual centroid. This emphasizes the fact that accurate pointing and adequate inspection distance are required for this estimation method.

Figure 11. Range and bearing result at 218.9 s. The target satellite is slightly outside the field of view of the left camera (left), and well outside the overlap in the left and right camera field of view (right).

Computational Performance

Computation was performed on an Intel Core i7-3630QM 2.4 GHz laptop on a Linux virtual machine with 8 GB of allocated RAM. The speed of the algorithm is shown in Table 2. The required processing time for this 288.9 s (4.8 min) test was under 16 s, including the image processing time, meaning that this algorithm will able to run in real time on a computer capable of performing image processing in real time. Processing the stereo images into depth maps accounted...
for the majority of the time. The incremental computational time of the algorithm is not expected to grow over time, since cycles are not introduced in the factor graph and the GTSAM implementation of iSAM2 [7] ensures that at each iteration, only nodes that undergo major changes are updated.

| Table 2. Computational performance of the algorithm for the results presented (136 state nodes). |
|-----------------|-------------------------------|-------------------------------|-------------|
| Total           | Per node                      | vs. Real time                 | % of total  |
| Image proc. time| 15.7 s 0.115 s                | 18×1625×                       | 98.9%       |
| iSAM2 time      | 0.18 s 0.0013 s               |                               | 1.1%        |

5. CONCLUSION

This paper has presented a smoothing-based method of estimating an inspector satellite’s trajectory relative to a passive object. The problem was formulated as a factor graph, with measurement information being provided by a range and bearing sensor, a star tracker, a gyroscope, and knowledge of the commanded forces. Performing smoothing instead of filtering adds the convenience of being able to include asynchronous measurements and accommodate sensor outages; the graph formulation also allows mapping of the target to be incorporated and solved in the same architecture. Herein, the GTSAM implementation of incremental smoothing and mapping (iSAM2) was used to accurately and efficiently recover the trajectory of a SPHERES-VERTIGO inspector satellite circumnavigating another SPHERES satellite acting as a passive target object. The computational performance of the algorithm indicates that it can be run on computers capable of onboard real-time image processing.
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